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Abstract—In this paper, we propose a novel approach to keyword search (KWS) in low-resource languages, which provides an alternative method for retrieving the terms of interest, especially for the out of vocabulary (OOV) ones. Our system incorporates the techniques of query-by-example retrieval tasks into KWS and conducts the search by means of the subsequence dynamic time warping (sDTW) algorithm. For this, text queries are modeled as sequences of feature vectors and used as templates in the search. A Siamese neural network-based model is trained to learn a frame-level distance metric to be used in sDTW and the proper query model frame representations for this learned distance. Experiments conducted on IARPA Babel Program’s Turkish, Pashto and Zulu datasets demonstrate the effectiveness of our approach. In each of the languages, the proposed system outperforms the large vocabulary continuous speech recognition (LVCSR)-based baseline on OOV terms. Furthermore, when combined with the baseline, the proposed system provides an average relative ATWV improvement of 13.9% on all terms and, more significantly, the fusion system doubles the ATWV of the single-best transcriptions. The detection scores for the query term are obtained from the lattices and returned to the user in an ordered manner. The hypotheses are then labeled as relevant or irrelevant based on these scores. However, if the term includes words that are not within the vocabulary of the LVCSR system, in other words, if the term is OOV for the LVCSR system, the lattice will not include such a term. In order to cope with this OOV problem, many approaches have been proposed in the literature. These approaches are discussed in detail in Section II. The method proposed in this paper also provides an alternative approach to the handling of OOV terms.

The presence of OOV terms constitutes a rather significant problem for retrieval in conversational speech, especially for low-resource languages. Recently, the MediaEval campaign [7] has made an effort to address the zero-resource keyword search with the query-by-example spoken term detection (QbE-STD) task. In QbE-STD, the query is also provided in audio form and searched in a speech archive. Out of the many approaches applied throughout the campaign, the frame level similarity matching-based approaches yielded the best results [8]. In the similarity matching-based search, versions of dynamic time warping (DTW) were applied on the speech document and the query. In this study, we aim to extend these successful QbE-STD techniques to KWS, by learning a query model for the text query and a distance metric to be used in DTW-based search.

In this paper, we follow a QbE-STD methodology similar to the work done in [9] on the KWS task and conduct a DTW-based similarity search on the speech document posteriorgram. Since in KWS, the queries are provided in text form and not as actual “examples”, they are modeled as “pseudo posteriorgrams” to be used as templates in the DTW. Furthermore, we propose a Siamese neural network-based model to learn the frame representations for these query pseudo posteriorgrams as well as a distance metric to be used with them in DTW. The experiments on IARPA Babel Program’s Turkish, Pashto and Zulu datasets show that the proposed system yields promising results as a standalone system and outperforms the LVCSR-based baseline on OOV terms. Furthermore, when combined with the baseline, the proposed system provides a 13.9% average relative ATWV improvement over all terms and, more significantly, the fusion system doubles the ATWV of the baseline on OOV terms on all of the languages, yielding a substantial average relative improvement of 154.5%.

This paper is organized as follows. In Section II, an outline of the related work on LVCSR-based KWS systems, OOV handling techniques and QbE-STD tasks is provided. In Sec-

I. INTRODUCTION
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This paper is organized as follows. In Section II, an outline of the related work on LVCSR-based KWS systems, OOV handling techniques and QbE-STD tasks is provided. In Sec-

B. Gündoğdu, B. Yusuf and M. Saraçlar are with the Department of Electrical Engineering, Boğaziçi University, Bebek, Istanbul, 34470 Turkey e-mail: (batuhan.gundogdu, bolaji.yusuf, murat.saraclar)@boun.edu.tr. Manuscript received April 1, 2017; revised July 24, 2017 and September 19, 2017. Parts of this work were published in conferences [1]–[4].
tion III, the novel application of DTW-based similarity search to KWS as well as the query generation are introduced. In Section IV, the distance metric learning and query modeling for KWS using the proposed asymmetric Siamese neural network are explained. In Section V, the experimental results are provided, and, finally in Section VI, we draw our conclusions.

II. RELATED WORK

In this section, we provide information on the previous research related to KWS and the OOV problem. We also include a brief review of QbE-STD in this section.

A. Keyword Search

The main work on KWS was initiated with the 2006 NIST Spoken Term Detection (STD) evaluations [10]. Since then, the main approach adopted for KWS has been first obtaining lattices from speech through LVCSR systems, and subsequently running the search using weighted finite state transducers (WFST) [11]–[13]. Many successful applications of KWS were implemented on broadcast news [14], video lectures [15], and web-videos [16] with this approach. As an extension to the 2006 NIST STD evaluations, which worked on KWS systems in English, Mandarin, and Arabic, the IARPA Babel Program [17] was started in 2011 to specifically address low-resource languages. To simulate the low-resource set-up, the program included limited language pack (LLP) experiments with as low as 10 hours of training data per language. Throughout the program, various techniques were studied by the participants such as discriminative training for acoustic models [18], use of multilingual features [19], and data augmentation [20]. In conjunction with the Babel program, the OpenKWS evaluation [21] was initiated in 2013 to address new “surprise” languages in a short amount of time. These selected surprise languages were Vietnamese, Tamil, and Swahili during the campaign. With these, the focus was brought to low-resource languages, where there is insufficient labeled data available to train high performance LVCSR systems to apply the conventional KWS recipe.

B. The OOV Problem

One major obstacle that the LVCSR-based KWS systems face especially in low-resource or morphologically rich languages is the OOV problem. Since the LVCSR systems utilize the lexicons and the language models (LM) obtained from the limited transcribed data to generate the lattices, any keyword containing an OOV term will not exist in the lattices. While the OOV problem arises chiefly from the scarcity of training resources, it is also compounded by the very nature of queries, in that users generally search for uncommon words such as names or technical terms.

The first approach to fixing the OOV issue is to conduct the search on subword-based lattices, such as phonemes, syllables or morphemes. Such systems can be considered “open vocabulary”, even though the LVCSR system has a fixed and limited vocabulary [22]–[25]. For retrieval, keywords are represented as sequences of subword units and matched against the lattice. While subword-based systems make it possible to retrieve OOV terms, they often suffer from high false alarm rates due to the absence of the lexical constraints. Hybrid systems have also been proposed [26]. These address IV and OOV keywords with different level transducers, i.e. word level for IV and subword level for OOV, a computationally expensive procedure that carries the cost of running the decoding two times and increases the size of the document index drastically.

Another effort to address the OOV problem involves searching the web for text and filtering the obtained data to extend the LVCSR lexicon and the language model. In [27], the LLP experiments were conducted on Cantonese, Pashto, Tagalog, Turkish, and Vietnamese; across five languages the ATWV score was increased in average by 0.0243.

One other approach is to expand the LVCSR lexicon prior to the lattice generation using automatically generated pronunciations. In [28], the efficacy of lexicon expansion, given that an anticipation of the OOV terms are possible, is presented. However, in low-resource KWS, such knowledge is generally unavailable in advance. Hence, a cheap yet effective approach that involves using proxy keywords was proposed to utilize automatically generated pronunciations of the OOV keywords after the lattice has been generated. Since the OOV keywords do not exist in the lattice, the search is conducted on acoustically similar IV words instead of the OOV words [29]. For this, the phone confusion transducers are also integrated in the proxy keyword generation [30]. The proxy keyword approach not only provides a satisfactory performance in OOV handling, but it also alleviates the high false alarm rate and the computational expense issues associated with the subword or hybrid lattice-based KWS systems respectively. Based on a low-resource Tagalog KWS experiment, it was reported in [29], that using word proxies through a phone confusion transducer in the retrieval improved the OOV ATWV by 40%.

In this paper, the proxy keyword approach is taken as the baseline OOV handling method.

As will be described in detail in Section III, we conduct the search on frame-level acoustic similarities independent of the LVCSR system and the LM. A similar approach to ours obtained a comparable performance to the state of the art proxy keyword approach. In [31], the keywords were modeled using their phonetic indices as point process models (PPM), and the search was conducted on the document posteriorgram without using WFST’s. The experiments conducted on LLP sets of Haitian, Lao, Zulu, Assamese, and Bengali show that the complementary feature of the PPM approach yields significant improvements on OOV term detection, upon combination with the LVCSR and proxy keyword-based baseline. The average relative ATWV improvement after combination was reported to be 50.5% across the languages.

C. Query by Example Spoken Term Detection

QbE-STD is defined as the task of retrieving the locations of a query term, provided by the user as an audio snippet, in an audio archive [8]. We utilize the experience gained in the MediaEval campaign in KWS, based on the rationale that the zero-resource and multilingual nature of the tasks should
make their solutions extensible to low-resource settings and “surprise” languages such as those in the recent IARPA Babel and OpenKWS evaluations.

The approaches adopted for QbE-STD during the MediaEval campaign can be grouped into two main categories: symbol-based approaches and frame-based approaches. Since the task is multi-lingual and there is no LM, the lattice-based approach of the state of the art KWS is not an option for QbE-STD. Hence, the symbol-based approaches utilize the HMM-based “query model vs. filler model” likelihood maximization technique [32].

Frame-based approaches, on the other hand, are centered around running versions of the DTW algorithm for an acoustic similarity search using the query as a template. Although some works used spectral features like MFCC’s to represent query and document frames [33], Gaussian or phone posteriorgrams proved to be more appealing to many other groups due to their speaker independence [34]–[36]. There are two important conclusions of this campaign: (i) The frame-based systems yield better results than the symbol-based systems and (ii) the fusion of heterogeneous systems (symbol+frame) improves performance significantly [8], [37], [38].

One other way that the QbE-STD techniques have been utilized in KWS is to conduct pseudo relevance feedback, or blind relevance feedback, to re-score the hypotheses of the LVCSR-based KWS output [39]–[41]. After a first pass, the acoustic feature segments are used to obtain DTW distances and these similarity values are used to modify the system scores to reduce false alarms.

III. METHODOLOGY

The proposed system is inspired by the success of the frame-based approaches of the QbE-STD task and applies these techniques to KWS. These systems use a version of the well-known DTW algorithm called subsequence DTW (sDTW), in which one of the time sequences (query) is significantly shorter than the other (document) and the shorter sequence is allowed to start and end at arbitrary locations of the longer sequence [42]. We conduct the search based on frame level similarities over the phone posteriorgram obtained from the document. The major difference from the QbE-STD task is that, whereas in QbE-STD the query is also an example of the document, i.e. an audio snippet, in KWS, the query is given in text form. Therefore, modeling the text query to be used as a template in the similarity search within the document posteriorgram is essential. The flowchart of the proposed system can be seen in Figure 1. The methodology can be summarized thus:

1) The document posteriorgram and training data alignments are obtained through a HMM-DNN-based phone decoder trained using the limited data available.
2) From the alignment, phone duration statistics are obtained.
3) An asymmetric Siamese neural network is trained with the training posterior frames and their alignment labels to learn a distance to be used in sDTW.
4) Text queries are modeled as pseudo posteriorgrams with the duration statistics and the query model parameters learned from the alignment.
5) Finally, sDTW-based search is conducted on the document and query posteriorgrams.

Fig. 1: Flowchart of the proposed system: A DNN is used to obtain the document posteriorgram. From the training data alignment, the distance metric parameters and query model representations are learned jointly (JDML) and they are used to model the pseudo query posteriorgram to be used in sDTW-based search. The novelties are represented in red.

A. Posteriorgram Generation

After acoustic feature extraction, the per-frame phone level posterior vectors are obtained using the Kaldi speech recognition toolkit trained with the HMM-DNN recipe [43]. The concatenation of these vectors is called posteriorgram which is simply a phone vs. time matrix. During training and decoding we used PLP features and the DNN architecture of the Kaldi recipe based on p-norm activations [44]. We also store the posteriorgram and the alignment obtained from the training data to be used in the query model and distance metric learning. We will henceforth be addressing the posteriorgrams of the search audio and the training data as document posteriorgram and training posteriorgram respectively.

B. Query Modeling

As mentioned above, the queries need to be modeled artificially to conduct the sDTW-based similarity search within
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the document posteriorgram since they are given in text form. It was previously shown in [1]–[3] that the modeling of text queries as posteriorgrams using basic statistics makes the posteriorgram-based KWS feasible. After transforming the text query into a sequence of phonetic elements using the lexicon for IV words and a grapheme-to-phoneme (G2P) conversion system for OOV words, each phoneme index is replaced with its representation obtained from a look-up table. The two query modeling techniques proposed in [1] are called binary modeling and average modeling. In binary modeling, the frames are represented by concatenating one-hot vectors depicting the labels for the pertinent phoneme. Average modeling aims to incorporate the phone confusions into the model and uses means of the posterior vectors obtained from the training alignment as the phoneme representations. For the modeling of the phoneme durations, the one-hot or average vectors were repeated as many times as the average number of frames estimated from the training alignment.

In this work, on the other hand, we propose learning query frame representations that have better discriminative and representative features, rather than using one-hot vectors or the means. The details of obtaining these feature representations will be discussed in Section IV since they are learned jointly with the distance metric parameters.

C. Subsequence DTW and Similarity Score

With the document and query posteriorgrams in hand, the sDTW algorithm [42] is used to obtain the alignments of the query with subsequences of the speech and the corresponding similarity scores. If we define the query,

$$\mathcal{Q} = \{q_1, \cdots, q_M\}$$

the document,

$$\mathcal{X} = \{x_1, \cdots, x_N\}$$

and the optimal alignment path between \(\mathcal{Q}\) and any subsequence of \(\mathcal{X}\) as \(\Phi\); the detection score for the subsequence (a hit hypothesis) is found from the average of the accumulated distance through the path using the frame-level distance measure of the sDTW algorithm,

$$\text{score} = 1 - \frac{1}{\text{length}(\Phi)} \sum_{(i,j) \in \Phi} d(q_i, x_j) \quad (1)$$

It is obvious from (1) that both the representation power of the frames of the query model \(\{q_i\}\), and the distance metric \(d(q_i, x)\) are of paramount importance to the success of the KWS since the detection score is all we have to decide if a subsequence is a match or not. In the next section, we introduce the proposed distance metric learning (DML) scheme and compare it with the commonly used distance metrics.

IV. DISTANCE METRIC LEARNING FOR KWS

As the distance metric of the sDTW algorithm, several measures can be used. In [45], the authors used the Euclidean distance measure with MFCC features. The cosine and logarithmic cosine distance measures are commonly used with posterior vectors [46], [47]. In [1], versions of cosine distance are compared for different query models.

Each metric has its own interpretations. The Euclidean and cosine distance metrics have geometric meanings. The Euclidean distance metric between \(x\) and \(y\) is the length of the shortest path between them in the Euclidean space. The cosine distance, on the other hand, is based on the angle between \(x\) and \(y\). The logarithmic cosine distance has been shown to be very useful in DTW-based QbE-STD tasks using posteriorgrams, since it has a probabilistic interpretation in that it can be considered as the negative log probability of the frames belonging to the same distribution [48].

As mentioned above, different distance metrics are useful for their corresponding vector spaces. In this work, we investigate learning a distance measure that works better for sDTW-based KWS. For this, we first propose the following neural network-based distance metric learning (DML) scheme similar to the Siamese networks used in signature [49] and face verification applications [50], [51]. In addition to learning the sub-space to be projected, we aim to obtain a measure that reflects the characteristics of the distribution of the data. We propose the model in Figure 2, with the objective of obtaining a better discrimination in frame level - lower distance between examples of the same phone, higher distance between examples of different phones - by incorporating phone confusions into the distance value. We also aim to have the distance value be in range \([0, 1]\) so that it can be interpreted as the probability that two frames belong to the same phoneme. This range is also useful for pruning the scores of the hypotheses, since it facilitates meaningful thresholding. We call the distance obtained from this network the sigma distance [2] since a sigmoid non-linearity is used to map the weighted inner-product similarity to the desired range, with weights and the bias learned in training. Here, we use the term distance metric for our system loosely, since the output of the model does not satisfy the axioms of metric spaces (except non-negativity and symmetry), and it only successfully provides a solution to our above stated objectives.

Fig. 2: The proposed DML model: The input frames are projected on the new space using the shared weight matrix \(W\) and the frame level similarity is obtained through a sigmoid non-linearity applied to their inner product plus a bias. The learned parameters are \(W\) and \(b\).
the new sigma distance is obtained by
\[
\begin{align*}
    h &= \mathbf{W}x \\
    g &= \mathbf{W}y \\
    f(x, y) &= \sigma(h^Tg + b) \\
    d_\sigma(x, y) &= 1 - f(x, y)
\end{align*}
\] (2)

where
\[
    \sigma(z) = \frac{1}{1 + e^{-z}}.
\] (3)

**A. DML Training**

As can be seen in Figure 2, the network takes a pair of inputs and emits a scalar distance value. Hence, the training set comprises triplets \((x_t, y_t, r_t)\) where \(r_t\) is the label indicating the kinship of the inputs \(x_t\) and \(y_t\). For the sake of simplicity, we call the pairs \((x_t, y_t)\) friends if they belong to the same phone, and foes otherwise. Then, as the labels \(r_t\), we use 1 for friends and 0 for foes, in other words
\[
r_t = \begin{cases} 
    1, & \text{if } \text{class}(x_t) = \text{class}(y_t) \\
    0, & \text{if } \text{class}(x_t) \neq \text{class}(y_t). 
\end{cases} 
\] (4)

Since we have the objective of interpreting the system output as a probability value, we used the cross-entropy (CE) objective function in the back-propagation to increase the likelihood of friends outputting 1 and foes outputting 0. In our posteriorgram based KWS recipe, the pairs of friends and foes are obtained from the training posteriorgram. The objective function is then defined as:
\[
    J_{DML}(\mathbf{W}, b; x_t, y_t, r_t) = -r_t \log(f) - (1 - r_t)\log(1 - f) 
\] (5)

where \(f(x_t, y_t)\) is expressed as \(f\) for the sake of simplicity. The gradient with respect to the parameters are found as:
\[
    \triangle b = r - f  
\] (6)

and
\[
    \triangle \mathbf{W} = (r - f) \mathbf{W}(x\dot{y}^T + y\dot{x}^T). 
\] (7)

With the gradients in hand and using learning rates \(\mu\) and \(\eta\), we update the parameters with on-line gradient descent as,
\[
    \mathbf{W} \leftarrow \mathbf{W} + \mu \triangle \mathbf{W} \quad \text{and} \quad b \leftarrow b + \eta \triangle b.
\]

**B. DML as a New Kernel**

Most of the known distance metrics are obtained from inner product similarities of the vectors. The distance values can be considered as applying a kernel on this inner product similarity value. If we use unit-norm vectors, these kernels can be seen below for the Euclidean (8), cosine (9) and logarithmic cosine (10) distance metrics.
\[
    d_{\text{eucl}}(x, y) = \sqrt{2 - 2x^Ty} 
\] (8)
\[
    d_{\text{cos}}(x, y) = 1 - x^Ty 
\] (9)
\[
    d_{\text{log-cos}}(x, y) = -\log(x^Ty) 
\] (10)

In Figure 3, we provide a visualization of these kernel functions along with the proposed kernel of the sigma distance. The smooth and symmetric behavior of the sigmoid kernel function could be desirable for KWS. We see that for low similarity values, the log-cosine distance gives extremely high distance values. This may prevent us finding keywords when there is a lot of pronunciation variability and phone confusion. Furthermore, for the sigma distance, the inner product of two vectors may be increased or decreased with the \(\mathbf{W}\) matrix to meet the desired distance value, whereas this is not an option for the other distance measures.

**C. Joint Query Modeling and DML**

It was shown in [1] that use of different distance measures and query models in the posteriorgram based KWS affects the performance of the system. In this paper we aim to learn a distance metric and the appropriate query model for it. To incorporate the query modeling into DML, we add an extra layer at the query side and call it Joint DML (JDML). The proposed JDML model is shown in Figure 4.
each class (phoneme) and the distance parameters. Hence, now the input of the network is a pair, composed of the posterior vectors of the training alignment and a one-hot vector \((x_t, o_t)\). The output labels are the desired sigma similarities, given as
\[
r_t = o_t \text{[class}(x_t)\text{]}.
\]

For any \(x_t\) in training, the prior of each class will be non-uniform. Also, for any \(x_t\), the number of foe centroids will be much higher than the number of the friend centroids. So, there is a risk of the system learning to favor 0 outputs. To overcome these two problems, we propose the JDML algorithm with prior equalization given in Algorithm-1. Prior equalization is very useful and can be utilized on other machine learning problems with unequal priors.

**Algorithm 1 JDML with Prior Equalization**

1. Separate the dataset into subset of classes:
   \[
   \text{Set class}(i) = \{x_t, x_t \in C_1\}_{i=1}^K
   \]
2. Initialize network parameters \(W_1, W_2\) and \(b\), set the learning rates \(\mu_1, \mu_2, \eta\)
3: repeat
4: sample a class \(C_i\) randomly \(1 \leq i \leq K\)
5: sample \(x\) from \(\text{Set class}(i)\) randomly, set \(o = I(:, i)\)
6: Calculate \(f(x, o) = \sigma(x^T W_2^T W_2 W_1 o + b)\) and the gradients (Figure-4)
7: Update network parameters for this pair of friends
   \[
   W_1 \leftarrow W_1 + \mu_1 \Delta W_1, W_2 \leftarrow W_2 + \mu_2 \Delta W_2 \quad \text{and} \quad b \leftarrow b + \eta \Delta b
   \]
8: sample a class \(C_i\) randomly \(1 \leq i \leq K\)
9: sample \(x\) from \(\text{Set class}(i)\) randomly
10: sample a class \(C_j\) \(1 \leq j \leq K, j \neq i\), (foes of \(C_i\))
11: set \(o = I(:, j)\)
12: Calculate \(f(x, o) = \sigma(x^T W_2^T W_2 W_1 o + b)\) and the gradients
13: Update network parameters for this pair of foes
   \[
   W_1 \leftarrow W_1 + \mu_1 \Delta W_1, W_2 \leftarrow W_2 + \mu_2 \Delta W_2 \quad \text{and} \quad b \leftarrow b + \eta \Delta b
   \]
14: until convergence

**D. Interpretations of JDML**

In this section, we provide mathematical and intuitive interpretations and justifications for the proposed JDML recipe.

1) JDML as a Representation Learner: JDML can be considered to be a representation learner for query frames in the initial layer on the query side, and a distance metric learner on the second layer. We solve for the model in Figure-4 again using the cross entropy cost function given in (5). The gradients are calculated following the on-line gradient descent recipe. Since the architecture of JDML is the same as DML after the first layer, the gradients for \(b\) and \(W_2\) are given as in (6) and (7) respectively. The gradient for \(W_1\) is found by:
\[
\Delta W_1 = \frac{dJ}{dW_1} = \frac{dJ}{df} \frac{df}{dz} \frac{dz}{dW_1} = (r - f)(W_2^T W_2 x o^T)
\]
(11)
where \(z = x^T W_2^T W_2 W_1 o + b\) and \(f(x_t, o_t)\) is denoted as \(f\) for the sake of simplicity.

2) JDML as clustering: We can also consider JDML as the task of finding the centroids of phoneme classes with respect to sigma distance \(d_\sigma(x, y)\) (2). Similar to the k-means clustering in Euclidean space, we take the derivative of the cost function and find the optimum. But this time the distance measure is sigma distance (instead of Euclidean distance) and the cost is total cross entropy (instead of MMSE). If we denote the class centroids as \(m_k\), \(k = 1 \cdots K\), and the class labels \(r_{t,k} \triangleq \delta(\text{class}(x_t) = k), k = 1 \cdots K, t = 1 \cdots N\)
\[
J_{\text{clustering}}(m_k, r_{t,k}) = -\sum_t \sum_k [r_{t,k} \log(f_{t,k}) + (1 - r_{t,k}) \log(1 - f_{t,k})]
\]
(12)
where \(f_{t,k} = \sigma(x_t^T W_2^T W_2 m_k + b)\)

If we take the derivative of \(J\) with respect to \(m_k\) and equate to zero, we get
\[
\frac{dJ}{dm_k} = 0 = -\sum_t (r_{t,k} - f_{t,k}) W_2^T W_2 x_t
\]
\[
\sum_{t, k} r_{t,k} x_t = \sum_t f_{t,k} x_t
\]
\[
\sum_{x_t \in C_k} x_t = \sum_t f_{t,k} x_t
\]
\[
\forall x_t \in C_k
\]
This result makes sense, in that the optimal centroids are obtained at locations where \(f_{t,k} = 1\) if \(x_t\) belongs to class \(C_k\) and zero otherwise. Since there is no closed-form solution, we approach with gradient descent. The iteration of \(m_k\) is
\[
m_k = m_k - \eta \frac{dJ}{dm_k}
\]
\[
m_k = m_k + \eta (\sum_t (r_{t,k} - f_{t,k}) W_2^T W_2 x_t)
\]
(14)
The equation (14) shows us that the class centroids \(m_k\) are the weighted and projected sum of all training samples. Weights are decided by the error; essentially, \textit{friends are added and foes are subtracted}. This approach differs from the Euclidean distance in another aspect; while in Euclidean k-means, only the samples of the pertinent class are averaged, here all samples are taken into account in the calculation.

The update results obtained by the two approaches (representation learning and clustering) yield the same mathematical result. The equations (11) and (14) denote the same operations since the update on \(W_1\) takes place only on the pertinent column of the matrix (because of the one-hot vector on the outer product). Here the columns of \(W_1\) become the centroids of classes with respect to sigma distance \((m_k)\). One advantage of this approach is that we can update the sigma distance parameters \((W_2\) and \(b\) and the class centroids \((W_1)\) at the same time.
V. Experimental Results

The proposed posteriorgram-based KWS system was tested on IARPA Babel Program’s Turkish, Pashto, and Zulu limited language packs (LLP) development and evaluation datasets. 10-hour transcribed training data is used both for the DNN and the DML/JDML training. The phone durations were estimated from the training alignment and the system development experiments for KWS were conducted on the 10-hour development data for each language. The development keyword list sizes were 307 (219 IV, 88 OOV), 2065 (1465 IV, 600 OOV) and 2000 (1194 IV, 806 OOV) for Turkish, Pashto and, Zulu respectively. We refer to this set as dev-set.

After running the search on the dev-set and learning the KWS parameters (such as optimal decision threshold values, score normalization method, pruning thresholds etc.), we tested our system on the part of the evaluation data (eval-part1), which was also provided by the Babel Program. The evaluation audio was about 5 hours for each language and the keyword lists had 3171 (1955 IV, 1216 OOV), 4203 (3232 IV, 971 OOV) and 3310 (2198 IV, 1112 OOV) for Turkish, Pashto and, Zulu respectively. We refer to this set as eval-set.

A. Evaluation Metrics

We tested the performance of the proposed system using the widely used Term Weighted Value (TWV) metric [10] which is a linear combination of the precision and recall and defined as:

\[ TWV(th) = 1 - [P_{miss}(th) + \beta P_{fa}(th)] \]  

where \( P_{miss}(th) \) and \( P_{fa}(th) \) are probabilities of misses and false alarms respectively at the threshold \( th \) and \( \beta \) is the regularization constant to set the relative cost of false alarms versus misses (\( \beta = 999.9 \)). The actual TWV (ATWV) is the system performance result for a set global threshold, the maximum TWV (MTWV) is defined as the ATWV obtained at the best global threshold, the optimum TWV (OTWV) is the TWV obtained by applying the optimum threshold values for each keyword and the supremum TWV (STWV) is defined as the OTWV where the false alarms are not punished.

In addition to TWV, we also evaluated the normalized cross entropy cost (\( C_{nxe} \)) which was one of the main metrics in the MediaEval Campaign [8]. The \( C_{nxe} \) is a measure of the distance of the system hypotheses from the ground truth (target vs. non-target) in an information theoretic sense. It measures not only the accuracy of the classifications, but also the confidence i.e. the separation of the scores of relevant and irrelevant hypotheses. Developing a system to minimize \( C_{nxe} \) would allow for operation on a wider range of threshold values and, consequently, an improvement of the TWV is achieved. Similar to MTWV, \( C_{nxe} \) is the \( C_{nxe}\) of an optimally calibrated system using an affine transform of the scores [52].

B. System set-up

1) Baseline System: The baseline uses an LVCSR based system with a DNN acoustic model, as described in [53]. From the word lattices generated by the Kaldi speech recognition toolkit [43], a WFST based search is conducted on the keyword indices. The phonemic transcriptions of the OOV keywords are obtained using the Sequitur G2P system [54] and the OOV search is conducted using the proxy keyword method [29]. The baseline system uses KST normalization of scores [55].

2) Posteriorgram Based KWS Systems: For development, we tested 6 different posteriorgram-based KWS systems designed using different query models and distance measures:

- CB: cosine distance on binary query model,
- CA: cosine distance on average query model,
- LB: log-cosine distance on binary query model,
- LA: log-cosine distance on average query model,
- DML: sigma distance on average query model,
- JDML: simultaneous query modeling and distance metric learning system (proposed)

Starting from the Turkish dev-set, as we progressed on the system development, we eliminated the poor performing systems and continued with the more fruitful ones. The comparisons of the proposed system against the CB, CA, LA and, LB are useful to observe the efficacy of the proposed distance, while the comparison against the DML system showed the contribution of the simultaneous query modeling for the new distance measure.

C. Individual System Results

In the individual development of the proposed KWS systems, we conducted the search using all of the systems and observed the MTWV, OTWV and STWV using sum-to-one (STO) [55] normalization. MTWV shows the systems’ ability to discriminate correct hits from false alarms, while OTWV shows the potential for further score normalization and STWV signifies the detection power. The initial results can be seen in Figure 5.

![Fig. 5: Individual system results on the Turkish dev-set with STO](image-url)

We observed that DML and JDML yield higher performances over all evaluation metrics compared to other systems. Another notable observation was that OTWVs of the DML
based systems are significantly higher than those of other systems. Hence, as the next step, we tested the systems using various normalization techniques and continued the system development with CA, CB, DML, and JDML systems.

On the individual systems, we applied various normalization techniques, such as histogram equalization [56], z-norm [57], m-norm [58] and the recently proposed b-norm, m2-norm and b2-norm [59]. One of the most commonly used normalization techniques for KWS is keyword specific thresholding (KST). KST is based on the assumption that the raw score of a detection is the probability of it being correct. An estimate of the number of true occurrences in the document is obtained by summing the system scores. Since the posteriorgram based KWS systems can practically return scores for every subsequence of the document, such an estimate, and the KST normalization by extension, is not feasible. We observe that the proposed JDML system yields consistently better results than all other systems across the normalization techniques. The MTWV’s after various normalizations can be seen in Figure 6.

Fig. 6: MTWV performances of individual systems on Turkish dev-set under several normalizations

D. System Fusion Results

As stated earlier, one of the most significant conclusions of the QbE-STD campaign and the Babel program was that the calibration and fusion of heterogeneous systems improve the overall performance. The proposed posteriorgram based KWS adopts a very different approach to the problem, hence the main intention was to improve the baseline performance in combination. Just like the individual system performances, the fusion of systems performed the best under the b2-norm normalization. The combination MTWV and $1 - C_{\text{norm}}^{\text{min}}$ scores obtained on the Turkish development set show a similar improvement trend as can be seen in Figure 7.

Table-I shows the improvements on MTWV and OTWV for IV and OOV terms separately. Although the improvement on IV terms after fusion is quite modest; on OOV terms, the proposed system outperforms the proxy keyword approach individually and provides significant improvements upon fusion.

The experiments conducted on the eval-set with a different keyword list proved the system’s robustness. Using the optimal threshold values that produced the MTWV in the dev-set, we calculated the ATWV on the eval-set. The eval-set performances for each language are shown in Table-II.

E. OOV Performance of the Proposed System

The proposed posteriorgram-based KWS system aims to assist the LVCSR-based systems, especially on OOV terms. The experiments showed that not only did it improve the proxy keyword-based baseline ATWV by 154.5% relative upon combination, but it also outperformed the baseline as an individual system on all experiments and all metrics for OOV terms. In Figure 8, we plot the baseline and the proposed system’s MTWV and ATWV numbers obtained from the three languages’ dev-set and eval-set experiments. When the OOV performances are considered, we can observe the proposed system’s superiority to the baseline. We also fit a line for both on the scatter plot and see that the line for the JDML system has a slope that almost equals to 1, where the baseline is far from that. We claim that a desired performance would be independent of the vocabulary and such a system should have similar IV and OOV performances. The proposed system yields such a performance given the experimental results.

Fig. 7: MTWV and $1 - C_{\text{norm}}^{\text{min}}$ results after system fusion on Turkish dev-set.

<table>
<thead>
<tr>
<th>Language</th>
<th>IV</th>
<th>OOV</th>
<th>Gain(%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Turkish</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>MTWV</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ALL</td>
<td>0.3859</td>
<td>0.2617</td>
<td>0.4174</td>
</tr>
<tr>
<td>B</td>
<td>0.4657</td>
<td>0.2723</td>
<td>0.4871</td>
</tr>
<tr>
<td>JDML</td>
<td>0.1880</td>
<td>0.2421</td>
<td>0.2538</td>
</tr>
<tr>
<td>B+JDML</td>
<td>0.4169</td>
<td>0.4175</td>
<td>0.5488</td>
</tr>
<tr>
<td>OTWV</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ALL</td>
<td>0.4896</td>
<td>0.4200</td>
<td>0.5899</td>
</tr>
<tr>
<td>B</td>
<td>0.2317</td>
<td>0.4110</td>
<td>0.4440</td>
</tr>
<tr>
<td>JDML</td>
<td>0.1442</td>
<td>183.7</td>
<td>0.3895</td>
</tr>
<tr>
<td>B+JDML</td>
<td>0.3062</td>
<td>0.1212</td>
<td>0.2527</td>
</tr>
<tr>
<td>Pashto</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>MTWV</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ALL</td>
<td>0.2107</td>
<td>0.1101</td>
<td>0.2272</td>
</tr>
<tr>
<td>B</td>
<td>0.2527</td>
<td>0.1099</td>
<td>0.2577</td>
</tr>
<tr>
<td>JDML</td>
<td>0.0842</td>
<td>0.1442</td>
<td>0.1591</td>
</tr>
<tr>
<td>B+JDML</td>
<td>0.3278</td>
<td>0.2305</td>
<td>0.3761</td>
</tr>
<tr>
<td>OTWV</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ALL</td>
<td>0.3774</td>
<td>0.2144</td>
<td>0.3895</td>
</tr>
<tr>
<td>B</td>
<td>0.1786</td>
<td>0.2790</td>
<td>0.3355</td>
</tr>
<tr>
<td>JDML</td>
<td>0.2268</td>
<td>0.1816</td>
<td>0.3062</td>
</tr>
<tr>
<td>B+JDML</td>
<td>0.3174</td>
<td>0.1776</td>
<td>0.3383</td>
</tr>
<tr>
<td>Zulu</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>MTWV</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ALL</td>
<td>0.3302</td>
<td>0.3409</td>
<td>0.4619</td>
</tr>
<tr>
<td>B</td>
<td>0.4622</td>
<td>0.3380</td>
<td>0.4746</td>
</tr>
<tr>
<td>JDML</td>
<td>0.1333</td>
<td>0.3780</td>
<td>0.4428</td>
</tr>
<tr>
<td>B+JDML</td>
<td>0.2745</td>
<td>0.1845</td>
<td>0.3169</td>
</tr>
<tr>
<td>OTWV</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ALL</td>
<td>0.3442</td>
<td>0.1836</td>
<td>0.3610</td>
</tr>
<tr>
<td>B</td>
<td>0.1212</td>
<td>0.2143</td>
<td>0.2242</td>
</tr>
<tr>
<td>JDML</td>
<td>0.3583</td>
<td>0.3296</td>
<td>0.4622</td>
</tr>
<tr>
<td>B+JDML</td>
<td>0.4430</td>
<td>0.3241</td>
<td>0.4847</td>
</tr>
<tr>
<td>Average</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ALL</td>
<td>0.3276</td>
<td>0.2602</td>
<td>0.4074</td>
</tr>
<tr>
<td>B</td>
<td>0.2242</td>
<td>0.3355</td>
<td>0.4122</td>
</tr>
<tr>
<td>JDML</td>
<td>0.1880</td>
<td>0.2421</td>
<td>0.2538</td>
</tr>
<tr>
<td>B+JDML</td>
<td>0.4169</td>
<td>0.4175</td>
<td>0.5488</td>
</tr>
</tbody>
</table>
TABLE II: The eval-set system fusion results

<table>
<thead>
<tr>
<th>Language</th>
<th>B</th>
<th>JDML</th>
<th>B+JDML</th>
<th>Gain(%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Turkish</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ATWV</td>
<td>ALL</td>
<td>0.2848</td>
<td>0.1586</td>
<td>0.3219</td>
</tr>
<tr>
<td></td>
<td>IV</td>
<td>0.3595</td>
<td>0.1600</td>
<td>0.3791</td>
</tr>
<tr>
<td></td>
<td>OOV</td>
<td>0.0955</td>
<td>0.1551</td>
<td>0.1770</td>
</tr>
<tr>
<td>MTWV</td>
<td>ALL</td>
<td>0.2861</td>
<td>0.1646</td>
<td>0.3286</td>
</tr>
<tr>
<td></td>
<td>IV</td>
<td>0.3725</td>
<td>0.1693</td>
<td>0.3862</td>
</tr>
<tr>
<td></td>
<td>OOV</td>
<td>0.0955</td>
<td>0.1608</td>
<td>0.1881</td>
</tr>
<tr>
<td>OTWV</td>
<td>ALL</td>
<td>0.4126</td>
<td>0.3266</td>
<td>0.4997</td>
</tr>
<tr>
<td></td>
<td>IV</td>
<td>0.4955</td>
<td>0.3225</td>
<td>0.5422</td>
</tr>
<tr>
<td></td>
<td>OOV</td>
<td>0.2028</td>
<td>0.3370</td>
<td>0.3919</td>
</tr>
<tr>
<td>Pashto</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ATWV</td>
<td>ALL</td>
<td>0.2458</td>
<td>0.1148</td>
<td>0.2588</td>
</tr>
<tr>
<td></td>
<td>IV</td>
<td>0.2775</td>
<td>0.1126</td>
<td>0.2791</td>
</tr>
<tr>
<td></td>
<td>OOV</td>
<td>0.0473</td>
<td>0.1289</td>
<td>0.1315</td>
</tr>
<tr>
<td>MTWV</td>
<td>ALL</td>
<td>0.2459</td>
<td>0.1168</td>
<td>0.2597</td>
</tr>
<tr>
<td></td>
<td>IV</td>
<td>0.2775</td>
<td>0.1143</td>
<td>0.2846</td>
</tr>
<tr>
<td></td>
<td>OOV</td>
<td>0.0629</td>
<td>0.1353</td>
<td>0.1325</td>
</tr>
<tr>
<td>OTWV</td>
<td>ALL</td>
<td>0.3857</td>
<td>0.2544</td>
<td>0.4239</td>
</tr>
<tr>
<td></td>
<td>IV</td>
<td>0.4220</td>
<td>0.2499</td>
<td>0.4408</td>
</tr>
<tr>
<td></td>
<td>OOV</td>
<td>0.1581</td>
<td>0.2824</td>
<td>0.3102</td>
</tr>
<tr>
<td>Zulu</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ATWV</td>
<td>ALL</td>
<td>0.2459</td>
<td>0.1648</td>
<td>0.3033</td>
</tr>
<tr>
<td></td>
<td>IV</td>
<td>0.3132</td>
<td>0.1631</td>
<td>0.3452</td>
</tr>
<tr>
<td></td>
<td>OOV</td>
<td>0.0630</td>
<td>0.1693</td>
<td>0.1892</td>
</tr>
<tr>
<td>MTWV</td>
<td>ALL</td>
<td>0.2462</td>
<td>0.1695</td>
<td>0.3056</td>
</tr>
<tr>
<td></td>
<td>IV</td>
<td>0.3132</td>
<td>0.1702</td>
<td>0.3458</td>
</tr>
<tr>
<td></td>
<td>OOV</td>
<td>0.0651</td>
<td>0.1775</td>
<td>0.2056</td>
</tr>
<tr>
<td>OTWV</td>
<td>ALL</td>
<td>0.3106</td>
<td>0.3328</td>
<td>0.4608</td>
</tr>
<tr>
<td></td>
<td>IV</td>
<td>0.3800</td>
<td>0.3259</td>
<td>0.4898</td>
</tr>
<tr>
<td></td>
<td>OOV</td>
<td>0.1219</td>
<td>0.3516</td>
<td>0.3820</td>
</tr>
<tr>
<td>Average</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ATWV</td>
<td>ALL</td>
<td>0.2588</td>
<td>0.1461</td>
<td>0.2946</td>
</tr>
<tr>
<td></td>
<td>IV</td>
<td>0.3167</td>
<td>0.1452</td>
<td>0.3345</td>
</tr>
<tr>
<td></td>
<td>OOV</td>
<td>0.0686</td>
<td>0.1511</td>
<td>0.1659</td>
</tr>
<tr>
<td>MTWV</td>
<td>ALL</td>
<td>0.2594</td>
<td>0.1503</td>
<td>0.2979</td>
</tr>
<tr>
<td></td>
<td>IV</td>
<td>0.3211</td>
<td>0.1513</td>
<td>0.3389</td>
</tr>
<tr>
<td></td>
<td>OOV</td>
<td>0.0745</td>
<td>0.1578</td>
<td>0.1754</td>
</tr>
<tr>
<td>OTWV</td>
<td>ALL</td>
<td>0.3696</td>
<td>0.3046</td>
<td>0.4611</td>
</tr>
<tr>
<td></td>
<td>IV</td>
<td>0.4325</td>
<td>0.2994</td>
<td>0.4909</td>
</tr>
<tr>
<td></td>
<td>OOV</td>
<td>0.1609</td>
<td>0.3236</td>
<td>0.3614</td>
</tr>
</tbody>
</table>

F. Comparison with similar work

In our survey of the existing approaches, we found the work on PPMs [31] to be the most comparable to ours, not only because of the approach but also because the authors used the same baseline Kaldi DNN architecture and OOV-handling method that we did. After fusion with the baseline, the authors were able to obtain a significant 50.5% average relative ATWV improvement on OOV terms over the languages they worked on. On the Zulu dev-set experiment, for which they reported a 111.1% (0.09 → 0.19) relative gain on the baseline, we were able to obtain a 183.7% improvement on MTWV. It should be noted that the authors reported the ATWV scores based on a KWS system whose hyper-parameters are learned from a subset of the dev-set.

Fig. 8: The IV vs OOV ATWV and MTWV values of the baseline system and the proposed system. Each point on this scatter plot is an experiment (i.e. Pashto dev-set, Zulu eval-set etc.) and its corresponding IV vs OOV ATWV numbers.

VI. Conclusion

This work has yielded many promising results and opened a leeway for further research on the topic. In this paper, we proposed a KWS system designed to perform well in low-resource conditions. For this, we conducted the search on the posteriorgram obtained from the document, based on frame-level similarities. The frame-level similarity search was conducted using the well known sDTW algorithm. An asymmetric Siamese neural network was trained to both learn a better distance measure to be used in sDTW, and frame-level representations to create the pseudo query posteriograms. We have tested the efficiency of the sub-parts of our system by creating various configurations of posteriogram based KWS systems. Then, we compared the results as standalone systems and in combination with the LVCSR-based baseline system.

We have seen that learning a distance metric on the training posteriorgram not only helps incorporating the data confusion into the distance, but also yields a better KWS performance than the other distance measures as can be seen in Figure 5. Furthermore, learning the frame representations using the JDML model makes the sigma distance more powerful since the representations are optimized for the new distance measure. The JDML-based systems consistently yield better KWS performances than other similar posteriorgram-based KWS systems.

As a standalone system, the proposed system outperforms the baseline on OOV terms. Furthermore, when the proposed system is combined with the baseline, the fusion system yields an average relative ATWV improvement of 13.9% for all terms and a substantial average relative ATWV improvement of 154.5% for OOV terms.

Another interesting observation can be made on ATWV of the proposed system averaged on 3 languages. In Table II, we see that the average ATWV’s for JDML are 0.1461, 0.1452 and 0.1511 for all, IV and OOV terms, respectively. One of the goals we of this study was to close the gap between IV and OOV performances in KWS tasks. Both the average ATWV
numbers’ proximity to each other, and the regression line of Figure 8 having a slope near 1 indicates that we achieved this goal.
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