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Abstract—The transfer of acoustic data across languages has been shown to improve keyword search (KWS) performance in data-scarce settings. In this work, we propose a way of performing this transfer that reduces the impact of the prevalence of out-of-vocabulary (OOV) terms on KWS in such a setting. We investigate a novel usage of multilingual features for keyword search with very little training data in the target languages. The crux of our approach is the use of synthetic phone exemplars to convert the search into a query-by-example (QBE) task which we solve with the dynamic time warping algorithm. Using bottleneck features (BNF) obtained from a network trained multilingually on a set of (source) languages, we train an extended distance metric learner (EDML) for four target languages from the IARPA Babel program (which are distinct from the source languages). Compared with a baseline system that is based on automatic speech recognition (ASR) with a multilingual acoustic model, we observe an average term weighted value improvement of 0.0603 absolute (74% relative) in a setting with only one hour of training data in the target language. When the data scarcity is relaxed to 10 hours, we find that phone posteriors obtained by finetuning the multilingual network give better EDML systems. In this relaxed setting, the EDML systems still perform better than the baseline on OOV terms. Given their complementary natures, combining the EDML and the ASR-based baseline results in even further performance improvements in all settings.
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I. INTRODUCTION

The proliferation of devices capable of recording speech, coupled with the decreased cost of storage, has resulted in a large trove of spoken data in the form of audiovisual lectures, broadcast news, podcasts, public forum recordings, interviews, interrogations, call-center recordings etc. The ability to search such archives accurately and efficiently would assist significantly in research, media consumption and law enforcement. One of the areas of research that has emerged to achieve this goal is keyword search, also known as spoken term detection (STD), which tries to solve the problem of finding the location of a short query within a large spoken document. The problem tackled in this paper is a form of STD in which the query is provided as a string of words in textual form and the system is expected to return a list of locations within the document hypothesized to contain the query term, along with a relevance score and binary (YES/NO) decision for each location.

The common approach to keyword search involves transcribing the audio archive into words with a large vocabulary continuous speech recognition (LVCSR) system and then conducting textual retrieval on the transcription. To avoid the drop in recall rate associated with searching on one-best transcriptions in the presence of recognition errors, multihypothesis lattices [1] or confusion networks [2] are used to generate the search index. The LVCSR backends used for keyword search require hundreds of hours of transcribed speech for training; therefore, outside of the small fraction of the world’s languages that are resource rich, the performance of ASR systems deteriorates, and with it, that of ASR-based KWS. An extreme form of this deterioration occurs when the query contains a word that is not in the vocabulary used to train the LVCSR. Since the output space of the LVCSR is limited to its lexicon, the search index from word-based LVCSR simply cannot contain such words and so, regardless of actual occurrence, the system returns no results. Common sources of OOV words include proper nouns, loan words and neologisms, as well as inflections in morphologically-rich languages.

Given that search is an open vocabulary problem by nature, several solutions have been proposed to the OOV problem. One such solution is to construct lattices of subword units such as phones, syllables or morphs [3]–[5] which leads to a relaxation of the lexical constraint that enables such systems to handle OOV words. This relaxation comes with the cost of increased false alarms; therefore systems that utilize word lattices for in-vocabulary (IV) terms and subword lattices for OOV term retrieval have also been proposed [6], [7]. Another method of alleviating the effect of OOV terms involves lexicon expansion prior to decoding [8]. By collecting words from external sources and generating automatic pronunciations for them, this approach increases the size of the lexicon and thus, reduces the incidence of OOV words by making some of them IV in effect. Query expansion is another OOV handling method which removes the need for the multiple decoding passes in subword/hybrid lattices [9], [10]. Using a confusion model, OOV search terms are replaced with similar-sounding IV “proxy” ones, which are then searched. In [11], it was shown that the proxy method resulted in similar OOV performance when compared to a subword system that does phonetic search on a converted word lattice [5], [12]. It should be noted though that in [13], it was shown that using a syllabic lattice for the phonetic search gave better OOV performance than using a word lattice.

We recently proposed an approach to KWS that skips the
ASR step by converting the problem into a QBE search [14]. Using a DNN acoustic model, a posteriorgram representation is obtained. The posterior features belonging to each phoneme class are used to compute a centroid vector; for any query, the centroids of its phonemes are concatenated to replace the spoken query in QBE-STD and dynamic time warping (DTW)–based search is conducted. With this system, there is no drop off in performance from IV to OOV terms, since the search involves frame-level matching of acoustic sequences, without any language model.

Exploiting multilingual information in acoustic modeling has recently produced promising results in low resource KWS [15]. It has been shown that training a neural network with a shared bottleneck layer helps utilize the multilingual acoustic information for a better KWS performance.

In this work, we investigate the use of multilingual bottleneck features in very low resource conditions. With one hour of transcribed training data for the target language, the improvement brought by crosslingual acoustic modeling in LVCSR-based KWS systems is limited due to an increase in the OOV rate. Therefore, in this paper we follow the DTW-based KWS methodology similar to [14] since we expect a high prevalence of OOV terms in our very low resource target. The main difference is the use of crosslingually\(^1\) 

\(^{1}\) Although the term crosslingual is sometimes used in the literature to mean that the transferred representation is trained on a single other language, we use it to mean that the representation is trained without examples from the target language.

\(^{1}\) \text{reported} \}

\(^{1}\) \text{improvement of} \(0\).\text{0603 average ATWV differential). With more (10 hours) \text{target language training data, although the LVCSR-based baseline system is unsurprisingly better on IV terms, the \text{proposed system retains a substantial superiority over the baseline on OOV terms. Furthermore, we \text{conduct experiments to quantify the impact of the multilingual preprocessing on the quality of} \text{posteriorgrams and find that compared to using monolingual posteriorgrams, building our system with multilingually-pretrained posteriorgrams results in an MTWV improvement of} \text{0.0971 on the development set.}}

The main contributions of this work can be listed as follows:

- Crosslingual bottleneck features are used to produce (context independent) phone state centroid vectors which are concatenated to form synthetic query exemplars for a template matching–based search which outperforms the LVCSR-based KWS methodology in a very low resource setting.
- The asymmetric Siamese network–based DML topology proposed in [14] is restructured to facilitate operating with bottleneck features, rather than just posteriorgrams, with the introduction of a subnetwork to optimize the document representation.
- The use of posteriorgrams obtained from a finetuned multilingual network for DTW-based search. Although such finetuning has been used in LVCSR-based approaches, the same has not been done for DTW-based KWS.
- The effect of training corpus size is quantified by experiments conducted under three conditions with 1 hour, 3 hours, and 10 hours respectively on four different languages from the IARPA Babel Program.
- A robust methodology is proposed to handle KWS with very limited training. With one hour of training data, the proposed methodology improves the performance of a state-of-the-art LVCSR-based KWS systems by 74%.

II. RELATED WORK

A. Posteriorgram-based Keyword Search

The use of posteriorgrams for keyword search was proposed recently as an alternative and complementary method to LVCSR-based keyword search. Following the success of DTW in query-by-example tasks [16]–[19] even in the extreme conditions of the MediaEval campaign [20]–[24], similar systems were proposed for KWS [25], [26]. Given the obvious difference between the two tasks: the queries in QBE are provided in audio form while those in KWS are provided as text, the use of query “pseudo-posteriorgrams” is central to the application of DTW to KWS. From the force-aligned training data, averages and duration statistics are computed so that each query is represented as a concatenation of the average vectors of its constituent phonemes, each repeated by its average duration in the training alignment. This query pseudo-posteriorgram is then searched in the document posteriorgram with the subsequence dynamic time warping (sDTW) algorithm using variants of the cosine distance.

Further improvements were made in [27] where the cosine distance is replaced by a Siamese neural network that finds an optimal distance metric between a pair of frames. Once again, averages are used to represent each phoneme. In [28], a joint distance metric learning (JDML) network is proposed to both optimize the distance function and replace the ad-hoc average query model with a centroid that is learned in tandem with the distance.

B. Multilingual Networks for Low Resource KWS

Training accurate ASR and KWS systems is typically a data-intensive process. Due to the scarcity of transcribed data endemic in low resource languages, the ability to transfer knowledge from other, resource-rich, languages is an attractive area of research. In particular, the use of multilingually trained neural networks to improve ASR and KWS in target languages has been studied extensively.

The general framework involves using a network with layers shared across languages. Since there are multiple languages involved in the training, each with its own set of phonemes, there is a question of how to determine what the training labels (and output layer) should be. One approach is to use a single softmax layer at the output of the network with labels...
covering the phoneme sets of all the languages [29]–[32]. 

Another approach is to train with language specific softmax layers either by showing the network languages in a sequential manner [33] or by interleaving batches of samples from different languages [34]–[36] in a so-called “block-softmax”. Unlike the sequential training, the block-softmax has the advantage of being unbiased towards any training language (given similar amounts of training data). The multilingual networks were used extensively in the IARPA Babel program [37] to improve low-resource ASR and KWS performance [15], [38]–[40].

The difference between our work and these previous applications is that while they use the multilingual data as a way to improve ASR (and KWS by proxy), we use an ASR-free, DTW-based KWS methodology. Although there has been work on data selection to minimize the amount of multilingual training data with minimal loss in performance [41], [42], we do not investigate this as we consider the multilingual network to be a “gray-box” where we have access to the network’s weights but not its training data.

III. SYSTEM DESCRIPTION

The overall approach proposed in this work involves using dynamic time warping to conduct keyword search in low resource languages. Since this approach entirely involves frame-level matching of acoustic sequences, it is more robust to the scarcity of linguistic resources. By using a transferred representation, we are able to leverage acoustic knowledge from other languages in building the models for the language of interest. In this way, we are able to alleviate the deleterious effects that acoustic and linguistic data scarcity have on keyword search performance.

A. Multilingual Features

The collection to be searched is represented as a sequence of feature vectors on which the dynamic time warping search is conducted. These features are initially derived from networks with multilingual backends and then further optimized for the search task. We consider two initial feature kinds: the bottleneck features which are obtained from a multilingual neural network, and phone posterior features, which are derived by finetuning the multilingual network with the limited training data available for the language of interest.

1) Bottleneck Features: The bottleneck features represent each frame as the activations of a hidden layer of a multilingual deep neural network with a bottleneck layer that contains significantly fewer units than the other layers. The hidden layers of this generator network are shared across the source languages up till the bottleneck layer; on top of these layers, each language has an extra hidden layer and softmax output layer specific to it. This generator network is trained with MFCC features to predict language-specific tied-triphone labels. The training involves pooling the features from the source languages along with their force-aligned labels and interleaving them. Each training batch contains samples from a single language whose output layer is active while the other languages’ output layers are frozen with gradients set to zero.

This training scheme enables us to obtain a discriminative, language-independent representation.

The BNF extractor used is a time-delay neural network (TDNN) with rectified linear units (ReLU) as activation functions. The TDNN layers facilitate the incorporation of longer temporal contexts than DNNs and, with clever subsampling [43], some of the latency associated with recurrent architectures is avoided while maintaining coverage of the entire input temporal context. A 42-dimensional bottleneck layer is used and the training is done with Kaldi’s [44] multilingual2 recipe.

2) Phone Posteriorogram: While the multilingual bottleneck representation provides a compact way to transfer knowledge from the source languages, it is intuitive that further improvements can be achieved from further target language-specific training since the search task (by virtue of having written queries) is language dependent. To this end, for each target language, the multilingual TDNN, truncated at the bottleneck layer (leaving only the shared layers), is extended with a new output layer which is then finetuned to predict that language’s senones. From the output of this network, we get the phone posteriorogram representation. The posteriorogram represents each frame as a vector of phone probabilities which are computed by summing up the senone probabilities associated with each phoneme.

B. DTW and Query Model for Keyword Search

For a given query vector sequence, \( \mathbf{X} := (x_1, x_2, \ldots, x_N) \), the sDTW algorithm [45] finds a matching subsequence of the document vector sequence, \( \mathbf{Y} := (y_1, y_2, \ldots, y_M) \). The sDTW algorithm returns an optimal alignment path, \( \Pi \) between \( \mathbf{X} \) and subsequences of \( \mathbf{Y} \) as well as a confidence score computed from the average distortion incurred along the optimal path:

\[
\text{score} = 1 - \frac{1}{\text{length}(\Pi)} \sum_{n_i, m_i \in \Pi} d(x_{n_i}, y_{m_i}).
\]  

---
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Since the query is provided as text, which is a different modality from the document, and conducting DTW-based search requires that both sequences be in the same modality, the query is artificially modeled to resemble the document representation. The procedure for this is as follows:

(i) The query is converted into a sequence of phonemes using the Sequitur grapheme-to-phoneme (G2P) [46] conversion toolkit. Each phoneme is further decomposed into context-independent HMM states (five non-phonemic states and three states for each phoneme). Although the sequence of phones can be used directly, the sub-phonemic states allow for finer discrimination in the optimized dynamic time warping.

(ii) Using the forced alignment of the available transcribed training data, a set of clusters along with duration statistics is collected for each state. For each state, a centroid vector representative of its cluster of features is learned from the data. For a given query, the state centroid vectors of its constituent phonemes are concatenated. We experimentally verified that repeating each vector by its average phone duration (obtained from training alignments) improves the term weighted value by an average of 0.0428 across languages. Further details on the centroid computation are deferred to Section III-C.

This procedure can be be seen in Figure 2.
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Fig. 2. A simple query model. The learned representations of each phoneme’s states are concatenated to form the query sequence.

C. Optimizing the Search

The dynamic time warping algorithm uses a sequence of locally optimal steps to compute the path and distortion score. It can be noted from Equation (1) that the score is dependent on:

- The document frame representation, $y_m$,
- The query frame representation, $x_n$, and
- The distance function, $d(\cdot, \cdot)$, used.

To optimize each of these, we propose using a unified framework implemented as an extended distance metric learning neural network. The EDML network is based on the simultaneous optimization of three parts:

(i) The distance metric learner learns a function called the sigma distance [27] based on a weighted inner product between its inputs. For a query frame vector, $x$, and a document frame vector, $y$, the distance function, parameterized by the weight matrix, $W$, and bias value, $c$, is given by:

$$d_{\sigma}(x, y) = \sigma(x^T W^T W y + c)$$ (2)

where $\sigma(\cdot)$ is the logistic sigmoid function. The parameters of this sub-network are optimized to discriminate between the phone states so that, ideally, the network outputs:

$$\hat{d}_{\sigma}(x, y) = \begin{cases} 0, & \text{if class}(x) = \text{class}(y) \\ 1, & \text{if class}(x) \neq \text{class}(y). \end{cases}$$ (3)

Note that the terms distance and metric are used in a strictly semantic sense, i.e. to describe a function that outputs low scores for similar vectors and high scores for dissimilar vectors, this function does not satisfy the mathematical axioms of metrics.

(ii) The document representation is learned with a series of nonlinear neural network layers. The sub-network responsible for this takes as input a feature vector (bottleneck or posteriorgram), $b$ and outputs $y$. This introduction of this subnetwork is the difference between EDML and the JDML network in [14]. When the input features are posterior features and this sub-network is omitted, the retrieval performance loss is modest; however, when bottleneck features are used, its inclusion is essential to getting good search performance [47]. This discrepancy can be attributed to the rich, unstructured nature of the bottleneck features with non-linearly-separable classes. Overall, this part of the network serves to simplify the document representation and obtain more easily separable class representations.

$$y = F(b).$$ (4)

The function $(F)$ is a stack of ReLU layers.

(iii) The third sub-network generates state models. Its input is a one-hot vector, $o$, representing the state being modeled. This vector is transformed into the state centroid through a simple matrix multiplication:

$$x = Vo$$ (5)

The query and document representation learners are prepended to the distance learner as shown in Figure 3 to form a unitary network to be optimized.
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Fig. 3. The extended distance metric learning network.

1) Training the Extended Distance Metric Learner: The whole network is trained with the backpropagation algorithm. On the forward pass mini-batches of input pairs, $(b, o)$, are fed into the network and the operations in Equations (5), (4) and (2) are performed (in that order) to obtain the dissimilarity between the representations $(y, x)$ of the inputs.
As the objective function, we use the cross-entropy between the output dissimilarity, \( d_\sigma(x, y) \), and the actual dissimilarity, \( \hat{d}_\sigma(x, y) \), defined in Equation 3. The objective function per sample is defined as:

\[
J_{CE} = -d_\sigma(x, y) \log d_\sigma(x, y) 
\]

\[
- (1 - d_\sigma(x, y)) \log(1 - d_\sigma(x, y)).
\]

The gradients of the parameters with respect to this objective function are computed and the parameters are updated with the Adam optimization method [48].

Due to the unequal representation of classes in the training set, a naive random sampling strategy of training pairs heavily biases the network to model highly populated classes well at the expense of less populated ones. To deal with this imbalance, we use a class sampling strategy to select the training frames. The procedure can be summarized thus:

(i) Sample two distinct classes from the set of HMM states with one-hot representations, \( o_1 \) and \( o_2 \).

(ii) Sample two feature vectors, \( b_1 \) and \( b_2 \) belonging to the classes of \( o_1 \) and \( o_2 \) respectively.

(iii) Train the network with sample pairs: \( (b_1, o_1), (b_2, o_2), (b_1, o_2) \) and \( (b_2, o_1) \) and their corresponding labels.

By repeating this procedure, the network is trained with samples of approximately equal class representation. The EDML network\(^3\) is implemented in Pytorch [49].

2) EDML-based keyword search: The EDML network provides a way to optimize the query and document representations as well as the distortion function for the dynamic time warping. Prior to the actual search, the activations of the neural network from the layers directly preceding the final dot-product are stored along with the final bias, \( c \). For the document feature vector sequence, \( B := (b_1, b_2, \ldots, b_M) \), we compute and store a sequence, \( R := (r_1, r_2, \ldots, r_N) \) where:

\[
r^j = W(F(b^j)).
\]

This procedure is somewhat analogous to index generation in LVCSR-based search methodologies. Furthermore, for the set of phone states, with one-hot representations, \( \mathcal{O} = \{o_j\} \), we compute and store another set of representations, \( \mathcal{S} = \{s_j\} \) such that:

\[
s_j = W(Vo_j).
\]

Queries are thus represented as a concatenation of the pertinent state vectors from \( \mathcal{S} \) and searched within the document, \( \mathcal{R} \), with sDTW using the distance function:

\[
d_{\Sigma}(r^1, s^2) = \sigma(r^1, s^2) + c.
\]

IV. EXPERIMENTAL RESULTS AND DISCUSSION

In this section, we describe the experiments performed to demonstrate the effectiveness of the method described in the previous section. First, we describe the dataset on which the experiments are run and the metrics used to measure system performance. We experiment on four languages. For each language, we run a pair of experiments to observe the performance of the models at different levels of data scarcity and compare the results to a competitive baseline trained with the same data.

A. Dataset

The experiments are conducted on the limited language pack (LLP) data from the IARPA Babel Program [37] which contains ten hours of transcribed conversational telephone speech for each language. We divide the languages available to us into two groups: our target languages, on which we evaluate our models, are Pashto\(^4\), Turkish\(^5\), Zulu\(^6\) and Kazakh\(^7\). The other 19 languages are used as the source languages whose LLP training data (10 hours each, 190 hours total) are pooled together to train the multilingual bottleneck feature extractor. This separation of languages is done to simulate a scenario in which the target language’s training data is not available at the time of the multilingual training, and the multilingual network is just a black box that has no knowledge of the target language.

For each language, we train an HMM-GMM with speaker adaptive training (SAT) and use it to get frame level forced alignments. In the source languages, these alignments are used as labels for the multilingual TDNN training. In the target languages, the alignments are used for TDNN finetuning and EDML training. We run two sets of experiments for each of the target languages:

(i) LR-10: In this setting, we use the entire 10-hour LLP training data for each target language.

(ii) LR-1: In this setting, we use only a one-hour subset of the target language training data to train our models. Note that the multilingual network is the same as in the LR-10 setting (trained with 10 hours from each of the source languages).

In each setting, we use the corresponding lexicon subset to train the G2P system, i.e. full 10-hour lexicon in the LR-10 setting, and one-hour lexicon subset in the LR-1 setting.

In addition to the training data, each language has a pair of spoken documents on which the search is conducted. The development (dev) archive has ten hours of speech with the necessary labels to evaluate system performance. It is on this

\(^3\)https://github.com/ysjb/crosslingual_exemplars

\(^4\) babel1104-vo.4bY (dev:kwlist3, evalpart1:kwlist4)

\(^5\) babel1105b-vo.4 (dev:kwlist, evalpart1:kwlist2)

\(^6\) babel1206b-vo.1e (dev:kwlist3, evalpart1:kwlist4)

\(^7\) babel1302b-v1.0a (dev:kwlist, evalpart1:kwlist4)
document that we tune the hyperparameters of our models such as the pruning threshold, normalization percentile and the score threshold. The evaluation (eval) archive is the five-hour document on which we purely test the models we have trained and tuned on the development datasets. Although the length of the evaluation document provided in the Babel program is about fifteen hours for each language, the reference information required for performance evaluation is openly available for only a five-hour subset (referred to as evalpart1) of each. Table I shows the keyword distribution for each language in terms of total number of keyword and OOV rates for both settings. Note that in the LR-1 setting, the OOV rate is much higher than in the LR-10 setting, since the pronunciation lexicon, like the rest of the training data, is shrunken in the LR-1 setting.

### Table I

<table>
<thead>
<tr>
<th>Language</th>
<th>Corpus</th>
<th>Monolingual</th>
<th>Multilingual</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pashto</td>
<td>LR-1</td>
<td>0.0630</td>
<td>0.1846</td>
</tr>
<tr>
<td></td>
<td>LR-1*</td>
<td>0.1061</td>
<td>0.2241</td>
</tr>
<tr>
<td></td>
<td>LR-10</td>
<td>0.4059</td>
<td>0.4892</td>
</tr>
<tr>
<td>Turkish</td>
<td>LR-1</td>
<td>0.0603</td>
<td>0.1194</td>
</tr>
<tr>
<td></td>
<td>LR-1*</td>
<td>0.0989</td>
<td>0.2671</td>
</tr>
<tr>
<td></td>
<td>LR-10</td>
<td>0.2948</td>
<td>0.3716</td>
</tr>
<tr>
<td>Zulu</td>
<td>LR-1</td>
<td>0.0376</td>
<td>0.1107</td>
</tr>
<tr>
<td></td>
<td>LR-1*</td>
<td>0.0465</td>
<td>0.1453</td>
</tr>
<tr>
<td></td>
<td>LR-10</td>
<td>0.2956</td>
<td>0.3543</td>
</tr>
<tr>
<td>Average</td>
<td>LR-1</td>
<td>0.0427</td>
<td>0.1141</td>
</tr>
<tr>
<td></td>
<td>LR-1*</td>
<td>0.0643</td>
<td>0.1602</td>
</tr>
<tr>
<td></td>
<td>LR-10</td>
<td>0.2996</td>
<td>0.3726</td>
</tr>
</tbody>
</table>

### B. Evaluation Metrics

A good evaluation metric simulates how good an end user would consider the results of a model to be. In this work, we use the term weighted value to measure system performance. The TWV gives a measure of recall and precision at a pre-specified global threshold. Given a set of terms, \(Q\) and a threshold, \(\theta\), the TWV is defined thus:

\[
TWV(\theta, Q) = 1 - \frac{1}{|Q|} \sum_{q \in Q} (P_{\text{miss}}(q, \theta) + \beta P_{\text{fa}}(q, \theta))
\]

where \(P_{\text{miss}}(q, \theta)\) and \(P_{\text{fa}}(q, \theta)\) are the probabilities of misses and false alarms respectively, and \(\beta\) is a parameter that controls the relative costs of false alarms and misses. Following the NIST STD evaluations [50], we set \(\beta = 999.9\). On the dev-set, we report the maximum term weighted value (MTWV) which is the TWV at the threshold that maximizes it. This threshold is then used to compute the actual term weighted value (ATWV) for the eval set.

### C. System Setup

1) **Baseline Systems:** Our baseline model uses the contemporary LVCSR-based KWS approach. To have a fair comparison, we also use the multilingual information to bootstrap the baseline acoustic model, which results in considerably better performance than using the monolingual LVCSR system (see Table II). We truncate the multilingual TDNN at the bottleneck layer (the last layer that is shared across the source languages), and for each of the target languages, we append a ReLU layer followed by a softmax output layer and finetune the entire network on that language’s training data while lowering the learning rate (by a factor of 10) for the transferred layers.

An index constructed from the LVCSR lattices is used to search for the queries. The IV terms are searched in a word index. For the OOV words, we use a subword index, which we found to be better than using the proxy keyword method [9], [10]. In the Kaldi recipe we used, syllable lattices are obtained and then converted to phonetic ones as in the best model from [13]. The OOV phone sequence is then searched on the resulting phone index. To facilitate setting a global score threshold across keywords, the KST method of [51] is used for score normalization.

In the LR-1 setting, we consider a second, upper-bound, baseline that uses the full ten-hour lexicon instead of just the one-hour subset. This simulates a method like lexicon expansion [8] which works on the premise that it is easier to obtain the pronunciation of words in a language than it is to get more transcribed speech data. It should be noted that this is an ideal expansion since the lexicon expansion methods generally use automatically generated pronunciations and not the manual lexicon that we use.

Table II shows the impact of multilingual pretraining on the baseline system. Across all languages and settings, the use of multilingual data significantly improves the baseline system, and thus provides a stronger baseline to compare with. This result has already been shown in other works and is provided here only for completeness.
Table III provides a comparison of subword decoding with proxy keywords for handling OOV terms. We found the subword decoding approach to be consistently better for LR-1 and LR-10 and so we use it as our baseline. Interestingly, the performances of the two approaches are comparable when we use the augmented lexicon (LR-1*).

2) **EDML-based KWS Systems:** We train the proposed EDML models with two feature sets and use them for search:

(i) **EDML-BNF:** In this system, the bottleneck features are used directly for the EDML system development.

(ii) **EDML_PPG:** In this system, the baseline system is used to generate phone posteriorgrams for the EDML.

In both cases, the EDML networks comprise:

- The document representation learner, \( \mathcal{F} \), has 3 ReLU layers with 1024-1024-200 units and a dropout rate of 0.5 on each layer.
- The query model, \( \mathcal{V} \), has an output dimension of 200.
- The distance metric learner has \( \mathcal{W} \in \mathbb{R}^{200 \times 200} \).

3) **Score Normalization and Fusion:** Since the TWV is measured at a single global threshold across keywords, and the keywords have scores with different distributions, it is necessary to first normalize the scores to bring the scores of different keywords into comparable ranges. We modify the \( b \)-norm of [52] to normalize with the 90-th percentile score instead of the median. This percentile, found by tuning on the Turkish dev set, is used for all the other experiments.

To fully utilize the complementary nature of the proposed system to the baseline, we also perform a fusion of scores between the proposed system and the baseline for each language under both training conditions. First, each system’s scores are re-calibrated to minimize the normalized cross-entropy [53] and then overlapping hypotheses are merged by simply summing up their scores while singletons keep their original scores. The calibration is done with an affine transform whose parameters are learned on the dev set and then used on the eval set.

**D. Impact of document representation learner**

The main difference between the EDML network used in this work and the JDML previously proposed in [14] is the introduction of a sequence of nonlinear layers that transform the document representation so that the query model and distance metric learner can be more easily trained. We introduced this subnetwork to cope with the highly variant nature of the bottleneck features, and conduct a series of experiments to quantify the importance of these nonlinearities with different kinds of features. The results are shown in Tables IV and V.

In both settings, we see that although EDML gives slight but consistent improvements over the JDML when the input features are posteriorgrams, this improvement is considerably higher when bottleneck features are used. This is particularly significant in the LR-1 setting (Table IV) where the bottleneck features, which perform worse than phone posteriorgrams with JDML (−0.0712 average ATWV difference on eval set), perform better with EDML (+0.0177), resulting in the best overall system in the LR-1 setting.

In the LR-10 setting (Table V), we also perform a direct comparison with the previous work in [14]. Compared to that work (the “Mono-PPG” rows in the table), we note that the use of EDML improves the TWV. Furthermore, when the multilingual features are used, even better TWVs are obtained. It is worth noting that the BNF performs worse than even the monolingual posteriorgrams when JDML is used, but is only outperformed by the multilingual posteriorgrams with EDML.

In fact, the average MTWV obtained from the monolingual posteriorgrams with ten hours of training data is almost identical to that obtained using one-hour’s worth of supervision with the multilingual bottleneck features (compare the corresponding rows of Tables IV and V).

**E. Comparison and fusion with LVCSR based search**

We directly compare the results of our best EDML based systems with the (multilingual) LVCSR based systems in this section in each setting. From the previous section, we note that in the LR-1 setting EDML_BNF performs better than EDML_PPG, with the reverse holding true in the LR-10 setting (see Tables IV and V). The LVCSR systems use word lattices for IV and subword lattices for OOV keyword search. Overall, for OOV terms, the EDML systems improve the TWV by reducing misses while slightly increasing false alarms.
TABLE VI
LR-1: TWV of EDML_BNF with LVCSR based search. L is the LVCSR baseline and L* is augmented with a 10-hour lexicon.

<table>
<thead>
<tr>
<th>Language</th>
<th>System</th>
<th>Dev (MTWV)</th>
<th>Eval (ATWV)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>IV  OOV  All</td>
<td>IV  OOV  All</td>
</tr>
<tr>
<td>Pashto</td>
<td>L</td>
<td>0.1458 0.0305 0.0709</td>
<td>0.1766 -0.0002 0.0677</td>
</tr>
<tr>
<td></td>
<td>L*</td>
<td>0.1594 0.0993 0.1229</td>
<td>0.1839 0.1064 0.1402</td>
</tr>
<tr>
<td></td>
<td>EDML</td>
<td>0.1070 0.0973 0.0990</td>
<td>0.1074 0.1002 0.1036</td>
</tr>
<tr>
<td></td>
<td>EDML+L*</td>
<td>0.1899 0.1704 0.1756</td>
<td>0.2003 0.1526 0.1754</td>
</tr>
<tr>
<td>Turkish</td>
<td>L</td>
<td>0.3182 0.0730 0.1515</td>
<td>0.1652 0.0682 0.0866</td>
</tr>
<tr>
<td></td>
<td>L*</td>
<td>0.3548 0.1617 0.2241</td>
<td>0.1844 0.1607 0.1667</td>
</tr>
<tr>
<td></td>
<td>EDML</td>
<td>0.3263 0.2662 0.2820</td>
<td>0.1508 0.1629 0.1598</td>
</tr>
<tr>
<td></td>
<td>EDML+L*</td>
<td>0.4171 0.3258 0.3499</td>
<td>0.2257 0.2297 0.2287</td>
</tr>
<tr>
<td>Zulu</td>
<td>L</td>
<td>0.1905 0.1058 0.1194</td>
<td>0.2545 0.0797 0.1216</td>
</tr>
<tr>
<td></td>
<td>L*</td>
<td>0.2072 0.1802 0.1846</td>
<td>0.2390 0.1294 0.1613</td>
</tr>
<tr>
<td></td>
<td>EDML</td>
<td>0.1732 0.2196 0.2119</td>
<td>0.2547 0.2098 0.2229</td>
</tr>
<tr>
<td></td>
<td>EDML+L*</td>
<td>0.2463 0.2818 0.2751</td>
<td>0.3133 0.2398 0.2612</td>
</tr>
<tr>
<td>Kazakh</td>
<td>L</td>
<td>0.1854 0.0649 0.1031</td>
<td>0.1083 0.0380 0.0521</td>
</tr>
<tr>
<td></td>
<td>L*</td>
<td>0.1990 0.1121 0.1453</td>
<td>0.1244 0.0827 0.0944</td>
</tr>
<tr>
<td></td>
<td>EDML</td>
<td>0.1277 0.1411 0.1350</td>
<td>0.0780 0.0848 0.0829</td>
</tr>
<tr>
<td></td>
<td>EDML+L*</td>
<td>0.2189 0.1883 0.1985</td>
<td>0.1481 0.1299 0.1350</td>
</tr>
<tr>
<td>Average</td>
<td>L</td>
<td>0.2100 0.0685 0.1112</td>
<td>0.1767 0.0464 0.0820</td>
</tr>
<tr>
<td></td>
<td>L*</td>
<td>0.2301 0.1383 0.1692</td>
<td>0.1829 0.1183 0.1406</td>
</tr>
<tr>
<td></td>
<td>EDML</td>
<td>0.1835 0.1810 0.1820</td>
<td>0.1477 0.1394 0.1423</td>
</tr>
<tr>
<td></td>
<td>EDML+L*</td>
<td>0.2678 0.2416 0.2498</td>
<td>0.2219 0.1880 0.2001</td>
</tr>
</tbody>
</table>

1) LR-1 setting: Table VI shows the results in the LR-1 setting, where we train our models using only one hour of transcribed speech from the target languages. Compared with the LVCSR baseline, although the EDML-based systems perform worse on IV terms, they are considerably better on OOV ones, even when the baseline is modified to use the ten-hour lexicon. Overall, the EDML system with bottleneck features improves upon the augmented baseline (L*) by an average MTWV of 0.0128 (0.0708 compared to the actual baseline) on the dev-set. On the eval set, the corresponding ATWV improvements are 0.0603 and 0.0017 over the baseline and augmented baseline respectively. Note that for the EDML systems, the IV and OOV TWVs are almost identical.

When the augmented baseline is combined with the EDML_BNF system, it is improved by 0.0806 MTWV on the dev-set and 0.0595 ATWV on the eval-set. When just OOV terms are considered, the improvements after fusion are slightly more pronounced at 0.1083 on dev MTWV and 0.0697 on eval ATWV. This is despite the fact that a high number of the OOV terms are actually IV to the baseline with the augmented lexicon (the exact figures can be obtained from Table I). This result is significant because the system is expected to encounter a high volume of OOV terms in the long run, given the open vocabulary nature of the search problem.

2) LR-10 setting: Table VII shows the results in the LR-10 setting, where we use the entire 10-hour target language training data to train the systems. Similar to the behavior observed in the LR-1 setting, the baseline performs better than the EDML systems on IV terms (with a wider margin in this setting). Meanwhile, on OOV terms, using the EDML_PPG provides an average MTWV gain of 0.0693 on the dev set and an average eval set ATWV improvement of 0.0501 over the baseline.

On fusion of the two systems, the OOV gains on the dev and eval set increase to 0.1026 and 0.0892 respectively. Even the IV performance of the baseline system is improved upon fusion despite it already having a better performance than the EDML system.

F. Comparison of BNF with PPG

In our EDML experiments, we have used two sets of features, namely multilingual posteriorgrams and bottleneck features. Figures 5 and 6 show the comparative TWV performance of both features as the amount of training data is decreased. Each bar represents 100 x \( \frac{TWV(BNF) - TWV(PPG)}{TWV(PPG)} \) % for each training corpus size for each language. To obtain these results, we ran an additional set of experiments with 3 hours of training data per language.

At 10 hours, using BNFs results in worse performance than using posteriograms. As the training data is decreased to three hours, the two features give almost equal term weighted values on both the dev and eval sets; and in the setting with only one hour of training data, the BNF systems outperform their posteriogram counterparts. Overall, compared with posteriograms, the BNFs perform better as the training data size is decreased.

This trend can be explained by the way the features are generated: posteriograms are language dependent while bottleneck features are not. Since the search is language dependent, given enough data, the posteriograms are expected to perform better. However, with little training data, the quality of the posteriogram representation is hampered by the lack
of enough training samples to generalize well enough for the target language. Therefore, in very low resource settings (below 3h from our experiments), simply using the language independent bottleneck representation is the better alternative.

V. Conclusion

In this work, we tackle some of the issues associated with keyword search in data-scarce settings, namely the paucity of the acoustic and linguistic data required for building an LVCSR-based keyword search system. We mitigate the effects of acoustic data scarcity by bootstrapping with data from other languages. To reduce the impact of linguistic data scarcity, we propose a model based on dynamic time warping template matching that is less dependent on linguistic data (language model and lexicon) and so is less sensitive to the scarcity of such. Where the LVCSR system requires extra processing to handle out-of-vocabulary keywords, the proposed model does not differentiate between IV and OOV terms.

In a scenario with only one hour of training data per target language, we find that the proposed EDML system works better with the language independent bottleneck features. Furthermore, the EDML system performs better than the LVCSR system. This performance difference is especially pronounced when only OOV terms are considered, even when the baseline is augmented with a large, unrealistically good lexicon. In a milder setting with ten hours of target language training data, we find that the EDML system performs better when the data representation integrates target language knowledge in the form of finetuned posterior features. Although the EDML system still outperforms the LVCSR baseline on OOV terms, the impact of this difference on the overall system is less pronounced due to the reduced OOV rate. Being based on strictly frame-level acoustic matching makes the proposed system insensitive to whether or not a term contains an OOV word; this robustness comes at the expense of being able to take advantage of some of the side-information that allows the LVCSR-based baseline to perform better on the retrieval of IV terms. Another baseline that we compare with is the EDML trained with strictly monolingual posterior features; in this, we see that the utilization of the multilingual features results in vastly improved keyword search performance.

There are two main weaknesses of our approach compared to the LVCSR based search in a real use case: the relatively worse performance on IV term retrieval and the computational cost of dynamic time warping. Future work will include improving the IV term performance e.g. by using actual examples from the training collection, an approach that was recently used for rescoring LVCSR keyword search results in [54]. Another line of work will be focused on using faster, more memory efficient approximations to speed up the dynamic time warping or building models that bypass it entirely.
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